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O-RAN Alliance - Introductio

WG1: Use cases & Overall architecture

WG2: RIC(non-RT) & Al Focus on all identifying use cases and requirements, and planning overall architecture of O-RAN and Proof-of-Concepts

interface

Spedcify Al enabled RIC[non-RT)
functionality for the operational
supervision, radio optimization ;
Specify the interface btw RIC{non-RT] WG3: RIC(near-RT) & E2 Interface

MMS and Modular CU SW, based on Specify RIC{near-RT) open architecturs,

Al Focus on Al interface to deliver RAN Intelligent Controller (RIC) near-RT functionality, Radio-Network Information
non-RT data feeds for training Al - Base and Network Topology, modular on

Applications r
models as well as to deploy new o boarding to new Control Applications;
models in the near-RT RIC - Specify E2 interface between RIC[near-RT)
m and CU/DU stack
WG5: Stack Reference Design : = =
-0 near- and CU/D
nd E1 & F1/V1 Interf :
- 1/ i M LG RAT

. 4 Cu-cp J-UF
Focus on design of Open CU, RAN
virtualization and splits with related CU Protocol
interfaces that intersect with 3GPP Stack

(E1 & F1/V1).

WG4: Open FH Interface

Specify open front-haul interface{NGFI-1)

btw DU and AAU (supporting both LTE

and 5G NR implementations), based on C-
o . . RAN, xRAN and DOCOMO's work (IEEE

NFVI Platform: Virtualization layer and COTS platform 1914, eCPRI, CPRI)

WG6E: Cloudification and
MAMNO Enhancement

oo o e RAN DU: RLC/MAC/PHY-high WG7: White-Box Hardware
layer and HW, decoupling VNF and I NGFI-l @& Focus on Reference Design of AAL or
MFVI and MAMNC Enhancement

(specially expansion of DufAasaU

IFAS /IFAS/IFAT interface)
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Virtualized RAN =& O-RAN

Antennas

Remote Radio
Unit (RRU)

+ DAC/ADC

+ RF Equipment

Baseband
Unit (BBU)

Traditional RAN

Proprietary Hardware

Proprietary
Interfaces

Proprietary Hardware
+

Proprietary Software

Antennas
RF

Remote Radio
Unit (RRU)

« DAC/ADC

= RF Equipment

Proprietary Hardware

Proprietary
Interfaces

Baseband COTS Server

Unit (BBU) +
= w7 Proprietary Software

With Virtualized Functions

Contemporary Base Station
Signal Processing
Netwaork Access
Fiber Optic Cables

Virtualized RAN



tsdsi

O-RAN (Open RAN from O-RAN Alliance)

Antennas

Contemporary Base Station
Signal Processing
Network Access
Fiber Optic Cebles

Remote Radio
Unit (RRU)

» DAC/ADC

* RF Equipment

OPEN Hardware (SDR)
Can be purchased from any ODM / OEM / RAN Hardware Vendor

Open Interface
Any vendor software can
work on this hardware

Baseband COTS Server

o Unit (BBU) +

4 Proprietary Software
With Virtualized Functions
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hat is:Openness?



Openhess —is it all?

' ' -..'{:-f’ RAN Openess

N

Vertical Openness , Horizontal Openness

|
>

Interfaces between RUs

/‘ Interfalsss/gst/vgsen e ’ ‘ from different vendors; DUs \
f i .
from different vendors..... O-RAN WG5S

work in progress

RU-DU
specification
in place



Lets define RAN openness:

“Openness” should be defined along flexible servic
Enhancements.

Openness:
1. Operation efficiency (System level management)
2. Service innovation and enhancement flexibility

Disaggregation is often confused with openness,
disaggregation is inevitable and does help.

Openness are all about designing “tight” interface
between nodes so that multi vendor systems inte
without any plugfests

Interoperability is a serious issue, Closed by design or
closed by cartels?

Example 1: X2 interface (“Vendor Information Element (IE)”
Example 2: XRAN Categories / eCPRI-ROE

In the DL. Split Option 7-2x implements func-
tions up to resource element mapping in the O-
DU and supports both an O-RU that implements
digital BF and later functions (Category A O-RU)
and an O-RU that implements the above in com-
bination with precoding (Category B O-RU). Here, Interoperability

issues

Category A O-RU, which is easy to deploy, is ex-
pected to be the O-RU implementation of choice in
5G initial deployment. On the fronthaul an 1Q sam-
pling sequence of the OFDM signal in the frequency
domain for each MIMO spatial stream (Category
A O-RU) or each MIMO layer (Category B O-RU)

will be transmitted. There is no need to transmit



Addressing Interoperability

Interoperability is key to the success of both initiatives
and a third element: Open Test and Integration Center
(OTIC) has been launched. This aims to validate
activities between disaggregated 5G access
infrastructure providers, according to the O-RAN

specifications.

TIFG and OTIC —to
ensure
interoperability

O-RAN - TIFG - Test & Integration Focus Group



https://www.prnewswire.com/in/news-releases/global-operators-collaborate-with-industry-partners-to-facilitate-o-ran-testing-and-integration-882975147.html

Openness is supposed to enable plug and play

Massive MIMO trials with 64T 64R has not shown
much gains when compared to 4T4R LTE deployments

The Reasons are the following:

1. Use of the Right Precoders at the eNB?

The example of the
Massive MIMO Gain
Saturation

2. New Beam forming algorithms?

Operators should have the provision to “ADD”
algorithms for performance improvement.

et

Open Interfaces between AFE, DFE (RU and the DU)
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B55/ 055 /NMS
"'::""RTHC MDAS E-:D-n’::ﬂhid
| ' 3
EMNIS
[Cross Domain Specific]
(WDAS)) - - EsEEng—
Al 01 o1 |
¥
5GC
| -
Near-RTRIC A N N g g
gl or pg-ahifl

Connection Moty Conk

[ Feadie: Ades iesian Conbral |

Mamsarame

Contguicalion & Prirdision

Eryramic Rasnums
Y BT RN T

Along Comes the RIC

5G Network Architecture with oRAN Architecture
recommendations.

10

SON, NWDAF, (MDAF) -> OAM,

EMS, NMS,

RIC (Near Realtime, Non Real
Time), RRM

10



tsdsi

O-RAN

Service management & Orchestration Framework

Infrastructure Management
Framework

=
=

Non-RT RIC

RAN Intelligent Controll

Near-RT RAN Intelligent Controller (RIC)  SESLCICECISTILELEEEY

Loop2: 10~500 msec (resource optimization)

--------------------

Layer

Infrastructure-COST / White Box / Peripheral Hardware & Virtualization J

Loop3: > 500 msec
(policies
orchestration, SON)

o
F

¥

: JRAN

Orchestration &
Automation

RAN Intelligent Controller

| Detn

Mas ANI DS

Distributed Unit

Open Front Haul

@ONAP

0.5 sec
Non-RT

10-500 ms

Near RT

<1msRT
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O-RAN — What is RIC

Objective: customize RAN functionality for regional resource optimization or new services

Policy
ML :
\ 1 Analytics Multi vendor RAN optimization/customization apps
S

RAN control
plane offload ,~*

((cc1>2) mu »)) OP%\ :av ((ccHg>) 4 (i) “']ﬁ\ ((UT”)) OP%\ ) o]f\\
Y (((t »)) a]] 5
7 + 8 -+ . B

/" Region1 "\ E2 protocol Region 2

External data Interface: Y22 o _
ources/lakes RIC platform : RIC plathrm

((({ 5
4 LI 2 A ““T””N
What? Area-wide data and controls Why? Customize RAN with short time-to-market for:
O UE/cell/DU/CU level L1/L2/L3 measurements +* Efficient resource usage — improve customer experience and optimize spectral
O UE locations and predicted trajectory efficiency by using policies/ML to tailor RAN for unique spectrum position and
_ _ _ geography based on holistic area-wide network view
L UE context info(video, voice, non-GBR data)
_ _ ** New RAN services — customize RAN behavior for the needs of specific
L Per-UE policy-driven control of band/cell/bearer

_ o verticals. E.g., create RAN slices for drones, connected cars, |oT, etc.
selection, admission control, handover,scheduler

12



tsdsi RIC Should solve Serious use cases =ex: SON

SON Brief Intreduction

SON solutions can be divided into three categories: Self-Configuration, Self-Optimization/and Self-Healing. The SON
architecture can be a centralized, distributed or.a hybrid solution.

* SELF-CONFIGURATION
* This is the dynamic plug-and-play configuration of newly deployed®©eNBs/gNBs. The eNB/gNB will by itself
configure the Physical Cell Identity, transmission frequeneyand power, leading to faster cell planning and

rollout.

* SELF-OPTIMISATION
* Functions for self-optimization are mainly included in Release 9. It includes optimization of coverage,

capacity, handover and interference.

* Mobility load balancing (MLB) is'a function where cells suffering congestion can transfer load to other cells,
which have spare resources. MLB includes load reporting between eNBs to exchange information about
load level and available capacity.

* SELF-HEALING

* Features for automatic detection and removal of failures and automatic adjustment of parameters.

Coverage and Capacity @ptimization and Minimization of drive tests (MDT) enables automatic correction of

capacity problems depending on slowly changing environment.
13



tsdsi RIC Should solve Serious use cases =ex: SON

SON Brief Intreduction

SON solutions can be divided into three categories: Self-Configuration, Self-Optimization/and Self-Healing. The SON
architecture can be a centralized, distributed or.a hybrid solution.

* Centralized SON
e Centralized SON (C-SON) means that the SON algerithm executes inthe 3GPP management system.

e Distributed SON

* Distributed SON (D-SON) means the SON algorithms are in the NFs. The NFs monitors the network events,
analyses the network data, makes decisions on the SON actions and executes the SON actions in the network
nodes.

* SON Coordination

* This will coordinate multiple SON functions when they attempt to change some (same or associated) network
configuration parameters that/imay conflict the overall operator KPIs. This will maintain system level objectives
based on operator policies.

14
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RIC Should solve Serious use cases —ex: SON

SON functiontist for implementation in the O-RAN Arghitecture

* PClinitial allocation and conflict resolutien

* ANR (Automatic neighbor relations)

* Mobility load balancing (MLB) — Traffic Steering
* Mobility robustness optimization (MRO)

* Coverage and Capacity Optimization (Power Optimization)

* RACH optimization

* Inter Cell Interference Mitigation

* Minimization of drive tests (MDT)

* Energy savings

* Cell outage (Sleeping cell, sick cell detection)

* Tracking Area optimization (Core network based)

15



interoperability across Xn in e.

C-SON can be realized as eith llocated with managément entrtles [L|ke EMS/NMS] or as a standalone
entity. Integrating the C-SON tandalone entlty with RAN nodes will be a nightmare. Cross Domain C-
SON in the NMS may impact th rformance of the Domain C-SON and D-SON functionalities, operating in
the Multivendor environment. |

 From our LTE deployment experienc

Integrating the 3rd party SON s@llitions partially in the HetNet, leads to degradation of the overall KPIs.
Serious GAPs exists in L3-RRM rdination across the neighbor gNB-CUs irrespective of the Same or
Multivendor deployment sceparios, This impacts the overall KPI.

L3-RRM and L2-RRM coordigation across the Multi-vendor gNB-CU and gNB-DU will have impact on the
dynamic resource sharingAnd allocation.

16
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NB I/F SBI/F

Reference Figure 1 “

CD C-SON : Cross Domain C-
SON.
D C-SON : Domain C-SON.

l v evs | C-SON : Centralized SON.
EMS . D-SON : Distributed SON.
NG I/F NG I/F [Vendor-D] NG I/F
[v:‘r'mf_x] [Vendor-A] [Vendor-C] D C-SON NB I/F : North Bound I/F.
4 + ASB v SB I/F : South Bound I/F.
SBI/F W™ v SBI/F v v
_ENB-CU-1 pop > gNB-CU-2 p_soN gNB-CU-n p.soN
[Vendor-A] L3-RRM [Vendor-C] L3-RRM [Vendor-D] L3-RRM
F11/F .
SB I/F /1 B F1 I/FI
Uul/F -DU- NB-DU-
y __BNB-DU-L oo | FLIF — 8 ™ 12-RRM
[Vendor-A] ' [Vendor-D]
| A/ eNBDU2 oo » BNB-DUS 5 RRM x
Uu'l/F [Vendor-A] [Vendor-C]
Uu IfF
|, gNB-DU-4 oo
[Vendor-C] Uu I/F

X

Uu I/F
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Further Motivation:

If we look at the existing O-RAN u
view for viable implementation.

* Asan example: For “Traffic stee

Load Balancing). MILB considers b

* Any viable implementation of tra

(MRO), Coverage and Capacity Op

In view of the serious interoperabilityfis

RIC.

ell level and per UE level statistics for load balancing.
ring will have to consider ANR, Mobility robustness optimization
Tcion, Frequent HO (FHO) etc.

bes in a conventional SON implementation, SON is the best usecase for

£

18



NMS
[Vendor-X]

— Non-RT RIC

[Vendor-A]

<+

O1I/F

A
| NG I/F Ne:g-(l:!;g:\f NG I/F NG I/F
DC-SON ~  a1iF- g : RRM
. . E2 I/F
A
E21/F O1I/F E21/F / O1I/F !
gNB-CU-1 ., gNB-CU-2 | gNB-CU-n
[Vendor-A] ﬁ——» [Vendor-C] <«—F—» [Vendor-D]
E2-Agent E2-Agent  XnI/F E2-Agent
’ Y
e/ FLIF F1I/F\  FL1I/F F1 I/FI
gNB-DU-1 L E2I/F gNB-DU-m )
i [Vendor-A] E2-Agent‘ l E21/F \ [Vendor-D] E2-Agent
NB-DU-2 2 B2 1/F \ NB-DU-5
-DU- E2 I/F -DU-
g E2-Agent / - E2-Agent
OuI/F [Vendor-A] [Vendor-C]
\ 4 Uu |/F
_,gNB;DU-4 2-Agent
E21/F [Vendor-C] Uu I/F
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SMO

/Non-RT RIC rApps

.

EMS for 5GC

maom | [ aokop |

ES Opt
rApp

CO Opt
rApp

Sick Cell
rApp

Sleep Cell
rApp

[

Initial PCI
rApp

) )

TS Opt

=

rApp

/

\ o
A A
Y \4

P
Near-RT RIC
PCI Opt ANR Opt MLB Opt MRO Opt ICIM Opt
XApp XApp XApp XApp XApp

RACH Opt CCO Opt QoS Opt FHM Opt FHO Opt
XApp XApp XApp XApp XApp
RNA Opt
XApp

.

[

e

() ) (5
L

E2 I/F

E2 Nodes NGAP
[0-CU-CP] 3

n

a

[ cac X rec_J cvic X mc N comp X DRA J

PDCP

SON Use case in'the RIC framework 2 Option 1

With SON functions implemented in RIC
* ES: Energy Saving.
* CO:Cell Outage. 4
* PCl : Physical Layenr(Cell Identity

ighbor Cell Relations.

-

* ANR: Automati
« RNA: RAN-'based Notification Area.

e QOE: Quality of Experience.

e TS : Traffic Steering.

 MLB : Mobility Load Balancing.

« MRO : Mobility Robustness Optimization.
* |ICIM : Inter-Cell Interference Mitigation.
 RACH : Random Access Channel.

* QoS : Quality of Service.

* FHM : Frequent Handover Mitigation.

* FHO : Forward Handover.

ovefage and Capacity Optimization.

20
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P

SMO 'Non-RT RIC rApps
o ES Opt €O Opt Sick Cell
A EMS for 5GC ESIe::'C)eI% Elnit?zic% %niti::):w%
[ TA Opt ] [QoE Opt] rApp rApp rApp
ccoo o
Bl
e == )
) o1 I/F:: :: ALI/F
Near-RT RIC

MRO Opt

D o
P XADE " CCO Opt )
dpn
XApp XApp
DRA O
DD App

G4 GG
X

PCI Opt ANR Opt
XApp XApp
(_00S Opt )

FHO Opt RNA Opt
XApp XApp

ICIM Opt
XApp

MLB Opt
XApp

RACH Opt
XApp

HIVI Op

E2 I/F

E2 Nodes
[0-CU-CP]

[ cac X rec N cmc N mc I comp X DRA J

SON Use case in the RIC framework = Option 2

With SON functions implemented in RIC with
additional RRM optimization support

The RRM Optimization xApp can be used to optimize
the following RRM functions in the E2 node.

e CAC: Call Admission Control.

e RBC: Radio Bearer Control.

e CMC : Connection Mobility Control.

 DRA : Dynamic Resource Allocation.

21
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O-RA

roach (both integrated and

I - White Box Hard

PO Intiad) = Sprint Approach + Intel Approach
Integrated DU-RU
%86 = RE ntegrated B0 - DU | RU | RFFE
Uppar PHY Lowear PHY
F1 jmieriace to CU I—

Distibuted NGHGUN | 0-DU

F1
| e ~ @ {oau
FPGA [ Opan Fronthaul (WGE4) CRANSDR TN
Accelerator

« CMCC Approach (Split 8)

Dbt AR, SO
Accelerator: FRGA or 50C..

AL, MAL, wihake PHY

Interface sxtend, upbnk
corremation, dowedink broadeast
Pt supply, Cascade..

it
a7 500 Digital IF
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5G NR —Is GPU the way to go

As 5G workloads become more complex, and
data variety and volume explode, multiple
chip architectures become a strategic key to
5G success.

Processor and chipset manufacturers are
already coupling GPU and CPU for optimal
RAM management, speed, cost and
performance management.

Features/
Attributes

Computing
Capability

Core
complexity

Number of
Cores

Performanc
e

Graphics
rendering

Core
efficiency

GPU

High

Simple

100 to 4000

Built for parallel computing, ideal for ML

1 to 2 milliseconds/ image (even lesser)

1to 5 Tera-Flops

CPU

Low

Composite

4 to 30

Built to perform
sequential operations.

1 to 5 seconds/image

100 to 500 Giga-Flops

23
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Open Hardware - OCP / Open 19

The trend towards more open IT systems has
accelerated, driven by lower costs and operational

OP=N19 efficiency. Collaborative industry initiatives to drive this
Bt are the Open Compute Project (OCP) and Openl9
Firrx
;.’:..‘a.. Wiche e ™ Bock Cags

/ 1 > Can well serve the needs of the 5G DU, CU and the 5G
Fowar Shait <7 o b =

Core compute needs

"~

Netwark Switch S

(6) N+2 Fans

Optional Remote Heatsink
for high wattage CPUs

Up to (8) M.2
7 NVMe SSDs

Dual 3¢ -

PSU with

Battery

DDR4DIMMs -
A

<4 R )
Next Gen CPUs P4 50G Networking

d
7
Up to (3) FHHL
PCle x16 Cards

Universal Motherboard



* O-RAN has to address all the aspects of Openness

Th e Blg QU ESt | ons  OPEN White Box Hardware is critical for O-RAN

success BUT some way to go

* Openness from a service deployment / serious
use case enablement is an issue
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Thank You

Satish Jamadagni (SG—N Chair)
Satish.Jamadagni@ril.com

3GPP RAN#84, 39— 6th June 2019
NewPort Beach, USA
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